
Tracking methods- Visual tracking, feature based tracking, hybrid tracking and 

initialisation and recovery 

Tracking methods 

Augmented reality (AR) relies on tracking methods to determine the position and orientation of 

virtual objects within the real-world environment accurately. These tracking methods are essential 

for creating realistic and interactive AR experiences. Here are some common tracking methods in 

augmented reality: 

1. Marker-based Tracking: 

Fiducial Markers: This method uses physical markers with known patterns, like QR codes or black-

and-white symbols. Cameras or sensors detect and track these markers to determine the pose 

(position and orientation) of virtual objects. Marker-based tracking provides precise and robust 

tracking but requires markers in the environment. 

2. Markerless Tracking: 

Feature-based Tracking: Instead of markers, feature-based tracking relies on distinctive features 

in the real world, such as corners, edges, or texture points. Computer vision algorithms identify 

and track these features to estimate the pose of virtual objects. It doesn't require markers but 

depends on the presence of sufficient unique features. 

SLAM (Simultaneous Localization and Mapping): SLAM combines real-time mapping of the 

environment with tracking of the device's pose. It's used in AR to build a map of the surroundings 

while simultaneously tracking the device's position within that map. SLAM is common in mobile 

AR apps and AR headsets. 

3. Depth Sensing: 

Structured Light: Depth-sensing cameras project a pattern of light onto the scene and measure how 

it deforms on surfaces. This data is used to generate a depth map, which helps in tracking and 

occlusion handling. 

Time-of-Flight (ToF): ToF cameras measure the time taken by light to bounce off objects in the 

environment. This information is used to calculate depth and improve tracking accuracy. 

LiDAR (Light Detection and Ranging): LiDAR sensors emit laser beams and measure their 

reflections. They provide highly accurate depth data, making them suitable for precise tracking 

and environment mapping. 

4. Inertial Sensors: 

Accelerometers and Gyroscopes: Mobile devices and AR headsets often incorporate 

accelerometers and gyroscopes to measure acceleration and angular velocity, respectively. These 

sensors help track the device's orientation and movement over time. However, they are prone to 

drift and require frequent updates from other tracking methods. 

 



 

5. Visual Odometry: 

Visual odometry methods track the movement of distinct visual features in sequential camera 

frames to estimate the camera's motion and position. It's commonly used in SLAM systems. 

6. Sensor Fusion: 

Combining multiple tracking methods and sensors, such as visual tracking, inertial sensors, and 

depth sensing, can improve tracking accuracy and robustness. Sensor fusion techniques use 

algorithms to integrate data from multiple sources. 

7. Cloud-based Tracking: 

Some AR applications use cloud-based tracking, where the heavy processing and tracking 

calculations are offloaded to cloud servers. This approach can enable AR experiences on less 

powerful devices. 

Each tracking method has its advantages and limitations, making it suitable for specific AR use 

cases. In many cases, a combination of these methods is employed to provide the best tracking 

performance across various environments and devices. The choice of tracking method depends on 

factors like the desired level of accuracy, the complexity of the AR experience, and the available 

hardware. 

 

 



 

Feature based tracking 

Feature-based tracking in augmented reality (AR) is a tracking method that relies on identifying 

and tracking distinctive visual features or keypoints in the real-world environment. These features 

can include corners, edges, texture points, or other unique characteristics that can be easily detected 

and matched across frames in a video stream or camera feed. Feature-based tracking is a 

fundamental technique in AR that helps determine the position and orientation of virtual objects 

within the real world. Here's how feature-based tracking works in AR: 

1. Feature Detection: 

The AR system's software, often powered by computer vision algorithms, scans the camera feed 

or video frames to detect and identify distinctive visual features in the environment. 

2. Feature Matching: 

Once features are detected in the current frame, the system attempts to match them with features 

detected in previous frames or with known features in a reference image. 

3. Pose Estimation: 

By analyzing the relative positions and movements of the matched features across frames, the AR 

system can estimate the camera's pose, which includes its position (x, y, z coordinates) and 

orientation (roll, pitch, yaw angles) in real-time. 

4. Virtual Object Alignment: 



With the camera's pose known, the AR system can accurately position and orient virtual objects 

within the real-world view. Virtual objects are aligned with the detected features, making them 

appear seamlessly integrated into the environment. 

5. Continuous Tracking: 

Feature-based tracking is an iterative process that continuously updates the camera's pose as new 

frames are captured. This allows virtual objects to stay anchored to the real world as the user moves 

the AR device. 

Advantages of Feature-based Tracking in AR: 

Markerless Tracking: Feature-based tracking doesn't require physical markers or fiducial markers, 

making it suitable for markerless AR applications. 

Realism and Accuracy: It provides a high degree of realism as virtual objects align with the real-

world features, enhancing the user's perception of AR content. 

Adaptability: Feature-based tracking can work in a wide range of environments and on various 

surfaces, making it versatile for different AR scenarios. 

Challenges and Considerations: 

Feature Variability: The quality and quantity of features in the environment can vary, affecting 

tracking accuracy. Feature-rich environments are more conducive to reliable tracking. 

Occlusion: When tracked features are occluded by objects in the scene, the tracking system may 

lose track temporarily and require reinitialization. 

Lighting Conditions: Changing lighting conditions can impact the detectability and tracking of 

features, especially in low-light environments. 

Computational Intensity: Feature-based tracking can be computationally intensive, especially 

when processing a large number of features in real-time. 

 

Feature-based tracking is widely used in AR applications, such as mobile AR apps, AR navigation 

systems, and AR gaming. It is a key technology that enables users to interact with virtual objects 

seamlessly in their real-world surroundings. 

 

Hybrid tracking and initialisation and recovery 

Hybrid tracking : 

Hybrid tracking in augmented reality (AR) refers to the use of multiple tracking methods or 

technologies in combination to improve the overall accuracy, robustness, and reliability of AR 

systems. Hybrid tracking integrates two or more tracking approaches, such as marker-based 



tracking, feature-based tracking, sensor-based tracking, or even global positioning system (GPS) 

data, to enhance the tracking capabilities of AR applications. 

Benefits of Hybrid Tracking in AR: 

Enhanced Robustness: Hybrid tracking can compensate for the limitations of individual tracking 

methods, making AR systems more reliable in diverse conditions. 

Improved Accuracy: Combining tracking sources often results in more precise and stable tracking, 

contributing to a better user experience. 

Seamless Transitions: Hybrid tracking enables smoother transitions between tracking methods, 

reducing disruptions for the user. 

Wider Applicability: Hybrid tracking makes AR suitable for various applications, from indoor 

marker-based AR to outdoor GPS-based experiences. 

Reduced Tracking Loss: Hybrid tracking can significantly reduce tracking loss, ensuring that AR 

content remains anchored to the real world. 

Initialization Strategies: 

Initialization refers to the process of starting the tracking of a real-world object or environment. It 

is crucial for AR systems to initialize accurately, especially in situations where there are no pre-

defined markers. Hybrid initialization strategies include: 

a. Feature Initialization: The system begins by detecting and tracking distinctive features in the 

environment to estimate the initial camera pose. 

b. GPS Initialization: In outdoor AR applications, GPS data can be used to provide an initial 

estimate of the user's location and orientation. 

c. SLAM Initialization: Simultaneous Localization and Mapping (SLAM) techniques are used to 

simultaneously build a map of the environment and estimate the camera's pose. This is particularly 

useful when no prior information about the environment is available. 

d. Inertial Initialization: Inertial sensors, such as accelerometers and gyroscopes, can provide an 

initial estimate of the camera's orientation and movement, which is then refined using visual 

tracking. 

Recovery Strategies: 

Recovery strategies are essential for regaining tracking when it is lost or disrupted, which can 

happen due to occlusion, abrupt camera movements, or changes in lighting conditions. Hybrid 

recovery strategies include: 

a. Re-Initialization: If tracking is lost, the system can re-initialize using one of the aforementioned 

initialization strategies to recover tracking. 



b. Sensor Fusion: Combining data from multiple sensors, such as cameras, depth sensors, and IMU 

(Inertial Measurement Unit) sensors, can help recover tracking and maintain accuracy when one 

sensor's data becomes unreliable. 

c. Predictive Tracking: Predictive algorithms can estimate the future position and orientation of 

tracked objects based on their previous movement, allowing for smoother tracking recovery. 

d. Visual SLAM Loop Closure: Visual SLAM systems can close loops in the mapping and tracking 

process, helping the system recognize and recover from previously visited areas even if tracking 

was temporarily lost. 

Benefits of Hybrid Tracking, Initialization, and Recovery: 

Improved robustness: Hybrid approaches are more resilient to tracking failures and challenging 

conditions. 

Enhanced accuracy: Combining multiple tracking methods can lead to higher tracking precision. 

Seamless user experience: Users experience fewer interruptions due to tracking loss. 


